~ publishedby African

L NCES o o
A\)ailable online @ htlps://ayrsr.nsps.o;"g.ﬁé/ind;i:php/as; SClentlﬁc
7 African Scientific Reports 1 (2022) 3247 Reports

An Inertial Algorithm of Generalized f - Projection for
Maximal Monotone Operators and Generalized Mixed
Equilibrium Problems in Banach Spaces

Lawal Umar®, Tafida M. Kabir, Ibrahim U. Haruna

Department of Mathematics, Federal College of Education, Zaria, Kaduna, Nigeria

Abstract

In this paper, we study a modified hybrid inertial algorithm of generalized f- projection for approximating maximal monotone
operators and solutions of generalized mixed equilibrium problems in Banach spaces. Our results generalize and improve many
recent announced results in the literature.
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1. Introduction

An inertial algorithms is a method of speeding up the convergence of the sequence of an iterative algorithm which was
first introduced and studied by Polyak [1]. An inertial-types algorithm is a two-step iterative techniques in which the
next iteration is defined by making use of the previous two iterates. Consequently, many researches involving inertial-
type algorithm are now taking place (see, e.g [2, 3, 4, 5] and the references therein).

Let C be a nonempty closed convex subset of a real Banach space E with ||.|| and E* as the norm and dual space of E
respectively. Let ¥ : C x C — R be a bifunctions, where R is the set of real numbers, ® : C — E™ is a nonlinear
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continuous monotone mapping and ¢ : C — R be a convex and lower semi continuous function. The generalized
mixed equilibrium problem [6] is to find x € C such that:

Y(x,y) + (Dx,y — x) + o(y) — p(x) = 0,¥y € C.
The set of solutions of generalized mixed equilibrium problem is denoted by
GMEPMY,0,p) = {x e C:¥(x,y)+ (Dx,y — x) + o(y) — p(x) > 0,Vy € C}.

The generalised mixed equilibrium problem has been used as a tools and unified approach for investigating and
solving a large number of problems arising from nonlinear analysis, optimization, economics, mathematical physics,
game theory and variational inequality problem and so forth ( see [7, 8] and the references therein). Recently, the
equilibrium problem has been extensively investigated based on hybrid algorithms, in particular, the monotone hybrid
algorithm; see [9, 10, 11] and the references therein.

Let S be a maximal monotone operator from E to E*. The problem of a zero point of a maximal monotone operator
is to find a point w € E such that

0€S(w). (1)

We denote S !0 as the set of all point w € E such that 0 € S(w). This problem play an important role in analysis,
optimization and other related field of research.

Martinet [12] was the first to introduced the proximal point algorithm (PPA) which is well known as the classical
techniques for approximating (1). With regards to this important, a number of researches have been working on
(PPA) techniques ( see for example [12, 13, 14] and the references therein). Solodov and Sviater [13] studied a
modified proximal point algorithm and projection in Hilbert space. In 2003, Kohsake and Takahashi [15] proposed
and established strong convergence results for maximal monotone operators in Banach space. Alber [16, 17] proposed
and proved the generalized projections Il¢ : E* — C and [1g : E — C in uniformly smooth and uniformly convex
Banach space. In 2005 Li [18] proved strong convergence theorem for generalized projection in a reflexive Banach
space. In 2010 Li ef al. [19] studied the generalized f- projection operator and established strong convergence results
for relatively nonexpansive mappings in Banach spaces.

In 2012, Siwaporn and Kumam [20] considered the following hybrid iterative algorithm of generalized f- projection
operator for approximating the set of two countable families of weak relatively nonexpansive mappings and the set of
solutions of generalized Kly Fan inequalities in a uniformly smooth and uniformly convex Banach space:

C =¢C,

Uy = -]_l(a'n-]xn + (1 - a'n)JTnxn)’

Vn = J_l(ﬁann + (1 _ﬂn)]Snun)s
—_ ¢l ¢l I o

Zn = S, S oS 1S i Uns

Ch1 ={z2€C:G(z,Jz) £ G(z,Ivy) < G(z, Juy) < G(z,Ixy)
Xpil = H‘énﬂxo, Vn>1.

They proved that the sequence {x,} converges strongly to g € Q, where g = Héxo

Chidume er al. [21] proved a strong convergence theorem for generalized ¢- strongly monotone maps in uniformly
convex and uniformly smooth Banach spaces. Also, in 2020, Chidume et al. [5] studied the following hybrid inertial
algorithm for approximating a point in the set of zero of a maximal monotone and a common fixed point of a countable
family of relatively nonexpansive mapping in Banach spaces:

Co=E,
wht =" + ,yn(vn _ V”_l),
W' = JNA = B)Iw + BT J, W),
' = J7N((1 = @)Jw" + aSu™)),
Crr1 ={z€C: ¢(z2,2") < @z, W),
Xp+l = HJ;"H)C(),VH > 0.
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They proved that the sequence {x,} converges strongly to IIrxo.

Recently, Hammad et al. [22] studied a hybrid algorithm for approximating zero of the sum of maximal monotone
operators and common fixed point problem for finite family of relatively quasi- nonexpansive mappings in Banach
space.

Very recently, Siwaporn Soewan [23] introduced and studied the following new hybrid iterative algorithm for approx-
imating maximal monotone operators by considering the notion of generalized f- projection in Banach spaces:

X1 € C, C] = C,

in = J_l('}/n-]xn + (1 _'}/n)JJr,,xn)a
Cr1 = {2 € C: Gz, Jzn) < Gz, I Xp),
, x1,Vn > 1.

1
Kntl = ch+l

The author proved that the sequence {x,} converges strongly to HJ;_I o1

Motivated inspired by the results of Chidume et al. [5], Siwaporn and Kumam [20], and Siwaporn Saewan [23]
mentioned above, we study a modified hybrid inertial algorithm of generalized f- for approximating a zero point of a
maximal monotone operators and solutions of generalized mixed equilibrium problems in Banach space. Our results
extends and improves the result of Siwaporn Saewan [23] and many results in the literature.

2. Preliminaries

Let E be a real Banach space with norm || . ||, E* be the dual space of E, let C be a nonempty closed convex subset of
E. The normalized duality mapping on E is a mapping J : E — 2E" defined by

J(xX) = {x" € E*: (x,x") = |Ix|]* = ||}, Vx € E,

where (x, x*) is the pairing between element of E and that of E*.
I x+oyll =1l xIl

t
exists for all x,y € D. It is also said to be uniformly smooth if the limit exists uniformly in x,y € D, E said to be

llx+yll
2

Let D := {x € E : ||x|| = 1} be the unit sphere of E. A Banach space s E is said to be smooth if the 1in3
1=

strictly convex if < 1 for all x,y € E with ||x]| = |[y|| = 1 and x # y and E is said to be uniformly convex if

+
for each £ € (0, 2], there exists § > 0 such that M <1-¢forall x,y € Ewith ||x]| = |lyll = 1 and ||x — y|| = &.

The modulus of convexity of E is the function ¢ : [0,2] — [0, 1] defined by
. xX+y
8(e) = inf{l - IITII 1x,y € E|lxl = Iyl = 1, [lx = yll > &}

Let E be a smooth Banach space. Define amap ¢ : E X E — R by

¢y, x) = lIyllI* = 2¢y, Jx) + [IxIP*, Vx,y € E. )
It follows from (2), that
Al = 11D < ¢(x.y) < (lyll + [1xD*, Vx,y € E 3)
d(x,y) = ¢(x,2) + Pz, y) + Ax—z,Jz = Jy), Vx,y,z€E (€]
and
¢(x,y) < [IxlTx = Iyl + Iyl = yll,  Vx.y.€ E ()
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Following Alber [16, 24], the generalised projection Il¢ from E onto C is a map that assigns to an arbitrary point
x € E the minimum point of the functional ¢(y, x); that is, I[Ic(x) = x*, where x* is the solution to the minimization
problem

d(x*, x) = ming(y, x).
yeC

Existence and the uniqueness of the operator I1¢ follows from the properties of the functional ¢(y, x) and strict mono-
tonicity of the mapping J. If E is a real Hilbert space H, then ¢(y, x) = ||y — x||> and II¢ become the metric projection
P¢ of H onto C (see, for example [, 25, 26] ).

Remark 2.1. Let E be a Banach space. We recall from the following [23] that:

i. If E is an arbitrary Banach space, then J is monotone and bounded;

ii. If E is a smooth, then J is single valued and semi continuous;

iii. If E is a strictly convex, then J is strictly monotone;

iv. If E is reflexive, smooth and strictly convex, then the normalized duality mapping J is single valued, one-to-one
and onto;

v. If E is uniformly smooth, then E is smooth and reflexive;

vi. E is uniformly smooth if and only if E* is uniformly convex;

vii. If E is uniformly smooth, then J is uniformly norm-to-norm continuous on bounded subset of E.

Remark 2.2. If E is a reflexive, smooth and strictly convex Banach space, the for x,y € E, we have that ¢(x,y) = 0
if and only if x = y. It is sufficient to show that for ¢(x,y) = 0, we get that x = y. It follows from (ii) above that
Il x |>=]l y |I> . Which implies that (x, Jy) = ||x|I* = [|JY||>. Now by the definition of J, we conclude that Jx = Jy. Thus,
this implies that x =y ( see for example [23, 27] and therein)

Definition 2.3. i) Let E be a strictly convex, smooth and reflexive Banach space, let S be a set valued from E to
E* denoted by S C E X E* and the graph G(S) = {(x,y) : y € Sx}. We denote D(S) = {x € E : Sx # 0} and
R(S) = U{Sx : x € D(S)} as the Domain and Range of an operator S respectively.

ii) An operator S C E X E* is said to be monotone if (x —y, x* —y*) = 0 for all (x, x*), (y,y*) € S.

iii) A monotone operator S is said to be maximal if its graph G(S) is not properly contained in the graph of any other
monotone operator. Recall that if S is a maximal monotone operator, then it follows that S™'0 = {x € D(S) : 0 € S x}
which is closed and convex. It is well known that S is a maximal monotone if and only if R(J +rS) = E* forallr > 0.
The resolvent of S is denoted by J, = (J + rS)"'J for all r > 0, where J. is a single valued mapping from E to D(S).
Furthermore S~1(0) = F(J,) for all r > 0, where F(J,) denote the set of all fixed point of J,.. The Yosida approximation
of S is defined by S, = (J — JJ,)/r, for all r > 0. We can also recall that S ,x € S(J,x) forallr > 0 and x € E.

iv) An operator S is said to be closed if for any sequence {x,} C C, with x, — x and S x, — y theny = S x.

For solving the generalized mixed equilibrium problem GMEP(Y, ®, ¢)[28, 29], we assume that the nonlinear map-
ping @ : C — E* is continuous and monotone, the function ¢ : C — R is convex and lower semi-continuous and
the bifunction, ¥ : C x C — R satisfies the following conditions:

(L) Y(x,x)=0, VxeC;

(Lp) Y(v,x) +¥P(x,y) <0 Vx,y € C;

(L3) ¥(x,y) = limsup, Y1z + (1 - Dx,y),¥x,y,z€ C;

(Lg) y = Y(x,y)is convex and weakly lower semi-continuous, Yx € C.

The following lemmmas play important roles in this paper.

Lemma 2.4. (see [30]) Let E be a smooth and uniformly convex Banach space and let {x,} and {y,} be sequences in
E such that either {x,} or {y,} is bounded. If lim ¢(x,,y,) = 0, then lim || x,, —y, ||= 0.
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Remark 2.5. If {x,} and {y,} are bounded, then by considering (5) it is obvious that the converse of Lemma 2.4 is
also true.

Let G : C X E* — R U {+00} be a functional defined by:

GO.p) =lly IF =2¢.p) + o IP +20f(y). ©6)

where y € C,p € E*, o is positive number and f : C — R U {+o0} is proper, convex and lower semi continuous. It
follows from the definitions of G and f that the following properties hold:

i) G(y,p) is convex and continuous with respect to p when y is fixed;

ii) G(y, p) is convex and lower semicontinuous with respect to y when p is fixed.

Let C be a nonempty closed convex subset of a real Banach space E. The generalized f- projection Hé tE*—2Cis
an operator defined by

p = {v € C: Gv,p) = infG(y, p),Vp € E*}.
yeC
Lemma 2.6. (see [31]) Let E be a reflexive Banach space with its dual E* and C be a nonempty closed convex subset
of E. The following statements hold:

i) ng is nonempty closed convex subset of C for all p € E*;
ii) If E is smooth, then for all p € E*, x € H’ép if and only if

(x=y,p=Jx)+0f(y)-of(x)20,VyeC;

iii) If E is strictly convex and f : C — R U {+o0} is positive homogeneous (i.e., f(1x) = Af(x) for all A > 0 such that
Ax € C where x € C ), then H}; is single valued mapping.

Lemma 2.7. (see [32]) Let C be nonempty closed convex subset of a reflexive Banach space E and E* be the dual
space of E. If E is strictly convex, then Hép is single valued.

It is well known that if E is a smooth Banach space, then J is single valued mapping. Therefore, there exists a unique
element p € E* such that p = Jx for x € E. Now, by substituting p = Jx in (6), we obtain

G, Jx) =1y IP =24, Jx) + [l + 20°f (). (7)
It follows from the definition of G that
G(y,Jx) =Gy, Jz) + ¢z, x) + 2{y — 7, Jz — Jx),Vx,y,z € E. (¥
Furthermore, we consider the notion of the second generalized f- projection in Banach spaces,

Definition 2.8. (see [19]) Let C be a nonempty closed convex subset of a real smooth Banach space E. Then, an
operator H‘é : E — 2€ is said to be generalized f- projection if

I/.x = (ve C: G(v,Jx) = infG(y, Jx),Vx € E}.
yeC

Lemma 2.9. (see [33]) Let E be a Banach space and f : E — R U {+0c0} be a lower semicountinuous convex
functional. Then there exists g* € E* and y € R such

f(x) > {x,q"y +v,¥x € E.

Lemma 2.10. (see [19]) Let C be a nonempty closed convex subset of a reflexive smooth Banach space E. Then, the
following statements hold:
i) Héx is nonempty closed convex subset of C for all x € E;

ii) for all x € E, % € TI.. if and only if
(F=y,Jx—JR)+0f(y) - cf(%) = 0,¥y € C;

iii) If E is strictly convex, then Hé is single valued mapping.
36
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Lemma 2.11. (see [19]) Let C be a nonempty closed convex subset of a reflexive smooth Banach space E. and X € Hé
forall x € E. Then

¢y, %) + G(%,Jx) < G(y, Jx),¥y € C.

Lemma 2.12. (see [19]) Let E be a Banach space and f : E — R U {+00} be a proper, convex and lower semi-
countinuous mapping with domain D(f). If {x,} C D(f) such that x, — x € D(f) and G(x,,Jy) — G(X,Jy) ( as
n — o), then || x, |—|l £ || (as n — o).

Lemma 2.13. (see [15]) Let C be a nonempty closed convex subset of strictly convex, smooth and reflexive Banach
space E, let S ¢ E x E* be a monotone operator satisfying D(S) ¢ C € J™'(N,-oR(J + rS)). Let J. and S ,, for all
r > 0 be the resolvent and the Yosida approximation of S, respectively. The following statements hold:

i) ¢, J.x) + ¢(J,x, x) < ¢p(v, x),Yx € C,v € §710;

ii) (J.x, S ,x) € S,Vx € C, where (x, x*) € S denotes the value of x* at x(x* € § x) iii) F(J,) = S~'0.

Lemma 2.14. (see [23]) Let E be a strictly convex, smooth and reflexive Banach space, S C E X E* be a monotone
operator with S 10 # 0, and for each r > 0, J, = (J + rS)"'J. Then

G(q,JJ,x) + ¢(J,x, x) < G(q, Jx),Vx € E,q € S7'0.

Lemma 2.15. (see [7, 26]) Let E be a smooth, strictly convex and reflexive Banach space, and C be a nonempty
closed convex subset of E. Let Y : C X C — R be a bifunction satisfying the conditions (L) — (Ls). Let r > 0 be any
given number and x € E be any given point. Then, there exists z € C such that

Y(z,y) + ;<y -z, Jz-Jx)>0,Vy e C.
Replacing x with J~'(Jx — r®x), where B is a monotone mapping from C into E*, then there exists z € C such that
W(z,y) +{y -z, D) + %(y -z, Jz=Jx)>0¥yeC.
Lemma 2.16. (see [26, 29, 34]) Let E be a uniformly smooth, strictly convex and reflexive Banach space, and C be
a nonempty closed convex subset of E. Let ® : C — E* be a continuous and monotone mapping, ¥ : C x C — R

be a bifunction satisfying the conditions (L) — (Ls) and ¢ : C — R be a proper convex and lower semi-continuous
function. Let r > 0 be any given number and x € E be any given point, define a mapping T, : E — C by

1
T ={zeC: ¥y +e() - 9@+ =200+ (y-2Je=Jx) 2 0,¥y e C},Vx € E,
for all x € C. The mapping T, has the following properties:
(a) T, is single-valued;
(b) T, is a firmly nonexpansive - type mapping, forall x € E,y € C
(T,x—T,y,JT,x = JT,y) <(T,x—-T,y,Jx - JTy)
(c) F(Ty) = GMEP(Y, ®, ¢);

(d) GMEP(Y, @, ¢) is a closed convex set of C.
(e) p(p, Trx) + $(Trx,x) < $(p, x), Yp € F(T,), x€E.
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3. Strong Convergence Theorem

Theorem 3.1. Let E be a uniformly smooth and uniformly convex real Banach space and C be a nonempty closed
and convex subset of E. Let ¥ : C X C — R be a bi function which satisfies conditions (L) — (Ly), ® : C — E*
be continuous and monotone, and ¢ : C — R be a lower semi-continuous and convex function. Let f : E — R
be a convex and lower semicontinuous mapping with C C int(D(f)), where D(f) is the domain of f. Let S C E X E*
be a maximal monotone operator satisfying D(S) C C and J,, = (J + 1,S Y\J, for all r, > 0. Assume that Q :=
GMEP(Y,®,0) N S~'0 # 0. Let {x,} be a sequence generated by

X0 € CO =FE;

Wp = Xn + &n(Xn — Xpo1);

Up = J_](;Brzlwn + (1 _Bn)JJran);

zn € C such that ¥ (zu, y) + (DPzn,y = 2n) + (¥) = ¢(2) ©)

1
+_<y_zl’la JZn - Jun) > O,Vy € C,
r

Cpi1 ={z2€ Cy: G(z,Jzp) < G(z, Iwp)};
X1 =TI xo, Vn € R U{O}

where a,, C (0,1), B, is a sequence in [0, 1], and {r,} C [a, o) for some a > 0. Assume that liminf(1 — 3,) > 0 and
n—oo

limr, = co. The sequence {x,} converges strongly to H‘éxo, where Hg is the generalized f- projection of E onto €.

n—oo

Proof.
Let two functionsI' : C X C — R and T, : E — C be defined by

r(xsy) = \P(x,)’) + <(I)-x7y - X> + 4,0())) - go(x), V.X,y € C

and

1
T.(x)={ueC : T(u,y)+ —(y—u,Ju—Jx) >0, VyeC}VxekE,

n

respectively. Then, the function I satisfies conditions (L1) — (L4) and T, has the properties (a) — (¢) of Lemma 2.16
(see [26, 34, 29]). Therefore iterative sequence (9) can be rewritten as

xo € Cy=E;

Wy = X, + an(xn - xn—l);

Up = J_l(ﬁn-lwn + (1 _IBn)JJr,,Wn);
1

Zn € C such that T(z,,y) + —{y — 2n, J2u — Ju,) > 0,¥y € C,
rn

Cpi1 =1{z€Cy:G(z,Jz) < Gz, Jwp)};

Xt =TT X9, Vn € RU {0}

(10)

We first show that Q c C,,¥n > 0 and {x,} is well defined. Assume that C, is closed and convex for all n € N. Now
by the definition of C,,, for any z € C,, we have

G(z,Jz,) — G(z, Jwy,) < 0.
which gives that
2 1P =2z Jzn) + llzall® + 20 £ (@)= | 2 1P +2(z, Jwn) = lwall* = 20°f(2) < 0.
This implies that

2z, Jwa) = 2z, Jz) + |lzall® = Iwal> < 0,
38
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thus
2z, Iwy = Jza) Nl wa 1P =1l 2o I .

Hence, C, is closed and convex, Yn > 0. Therefore, H‘(’;ﬂ Xo. is well defined.

Next, we now show that Q c C,. Assume that z, = T, u,, p, = J,w, foralln >0, p € Q and by Lemma 2.14, we
get

G(p.Jz,) = G(p,JT,uy)
< G(p,Juy)
= G, BudWn + (1 = B)Jitn)
= N p P =2(p.Budwn + (1 = B) Ity + 1Bad Wy
+ (1 =B I +20 f(p)
< P IP =2Bup, Iwn) = 2(1 = B )P, Tpt) + B || Twy |
+ (1=B) | Jun P +20£(p)

BnG(p, Jwy) + (1 = B)G(p, Jpan)

BuG(p, Jwy) + (1 = B)G(p, J T, Wn)

= BuG(p, Jwn) + (1 = B)G(p, Jwn)

= G(p,Jwn), an

which implies that
G(p,Jzn) £ G(p, Jwy).

So, p € Cp+1. Therefore by induction Q c C, for all n € N. Hence, {x,} is well defined. Since f :— R is convex and
lower semi continuous mapping, then it follows from Lemma 2.9 that there exists g* € E* and y € R such that

f(x) =2 (x,q"Y+y,Yx€E

Now, for x, € E, we have

G(xn Jx0) = |l % I =2¢x0, Jx0) + [Ix0l1* + 207 (x;,)
> | x 1P =240, Jxo) + 1xoll + 207X, ¢7) + 207y
= Nl xa 1P =200, Jxo — ") + [Ixol* + 207y
> |l 2 1P =211 %0 ll Jxo — og* | + || xo P +207y

= (lx =1l Jxo = og" I+ 1l X0 I = Il Jxo — 0" |* +207y (12)
then, foreach p e Q c C,, and x,, = H’é”xo, it follows from definition of C,, and ( 9) that

G(p,Jxo) = G(xy,Jxp)
Ul x| = Il Ixo = oq" ID*+ I x0 I* = | Jxo — o¢” |I* +20y

Vv

[\

Therefore, {x,} is bounded and so are {z,}, {u,}, {w,}, and {G(x,,, Jx0)}.
From x| = I/ X0 €Chy1 CCy, x, = Hénxo, and by Lemma 2.11, we have

C+1
0 < (X =1l X )
< ¢(xn+l,xn)
< G(xue1, Ix0) — G(x, Jx0) (13)
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Hence, {G(x,, Jx¢)} is non decreasing. This implies that ILm G(x,, Jxo) exists. Now, for any m > n, x, = 1'[](; X0, X =
n—oo n

I/, xo € C,y € C, and by (13), we obtain
(X, Xn) < G(Xpy, IX0) — G(x, I X0).
By letting m,n — oo, we get
Jim ¢ (xyn, 2,) = 0.
It follows from Lemma 2.4 that

lim || x,, — x, ||= O.
(]

n—

Thus, {x,} is cauchy. Since C is closed subset of Banach space E and C, is closed and convex. We assume that there
exists a point X € C such that

limx, = %. (14)

n—oo

Also, since lim G(x,, Jxg) exists then by (13), we conclude that

n—oo

lim¢(xn+1s xn) =0. (15)
Now, by Lemma 2.4
lim || x,41 — X, [|= 0. (16)

Since J is uniformly norm-to-norm continuous on bounded subsets of £, we have

Hm ] Joer = Jx, ||= 0. a7
By the definition of w,, from (9), we have
Il wa = X [I=1 @ (xn = Xp-1) [I<I X0 = X1 ]
This implies that
lim [ w, — x [|I= 0. (18)
Also by (14) and (18), we have
}Lrgown =X 19)

Since {x,} is bounded, then by Remark 2.5 and (18), we have

lim ¢(wy, x,,) = 0. (20)
Using (16) and (18), we get that
lim || xp41 —w, ||= 0. ey

Since J is uniformly norm-to-norm continuous on bounded subsets of E, we conclude that

lim || Jxpe1 = Jw, ||= 0. (22)
n—oo
40
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Also by Remark 2.5 and (21), we get

lim¢(xn+ls wy) = 0. (23)
Now, from the definition of C,, in (9) and x,,.| = Hé ., Xo, we have
G(xn+l7 Jzn) < G(xn+l’ an)

This is equivalent to

| X 1P = 20s1s Jz0) + llzal® + 20 f(X0s1)
< Xt 1P =201, JWi) + [Wall® + 20 f (X1
Implies that
I Xt 1P = 201, J20) + llzall*

<l 1P =200 Jwn) + Il
this gives
A(Xnr152n) < P(Xns1, Wn).
Therefore by using (23), we obtain
JLrg¢(xn+1»Zn) =0.
It follows from Lemma 2.4 that
lim [] x40 = 2, 1= 0. (24)

By J is uniformly norm-to-norm continuous on bounded subsets of E, we get that

Him | Joue1 = J2 [1= 0. (25)
Taking into account that
20 = 2 Il 20 = 2Xnn 11+ 1 2 — 2 ] (26)
Putting (16) and (24) in (26), we obtain
lim [ x, — 2, JI= 0. 27

Since x, — X (as n — o0) and by (27), we conclude that

limz, = %. (28)
n—o00
Using (18) and (27), we obtain
r}g?o [l wp =2z, lI= 0. (29)

Since J is uniformly continuous on bounded subset of E, we have
lim || Jw, —Jz, ||= 0. (30)
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Also, from the definition of C,,, we have
G(xrwl, JM,,) < G(anrl, JWn)
Which is equivalent to

” Xn+1 ”2 - 2<xn+l’ Jun> + ”Mn”2 + Zo-f(xn+l)

IA

This implies that

2 2
e 17 = 20041, Jutn) + iyl

< N it 1P =201, Jwa) + lwall,
we get
P(Xns1s Un) < P(Xni1, Wn).
Using (23), we obtain
Hm @1, ) = 0.
By Lemma 2.4 we conclude that
Jim ] X1 =y 1= 0.
By J is uniformly norm-to-norm continuous on bounded subsets of E, we have
lim [| Jxu1 = Juy [|I= 0.
By triangular inequality, we have
I 20 = II 20 = X I+ 1 Xr = w ]
Also, putting (16) and (31) in (33), we conclude that
Lim [, —uy [|= 0.
Since x,, — X (as n — o0), it follows from (34) that

limu, = X.

n—oo

Since J is uniformly norm-to- norm continuous on bounded sets, it also follows from (34) that

lim || Jx, — Ju, ||= 0.
Using (25) and (32), we obtain
lim || Jz, — Ju, ||= 0.

From (11), we have

G(p,Jz,) = G(p,JT:uy)
< G(p,Juy)
< ﬂnG(p’ Jwy,) + (1 _ﬁn)G(p’ Jﬂn),

42

” Xn+1 ”2 _2<xn+1’ an> + ||Wn||2 + 20—f(xn+l)-
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€19}

(32)

(33)

(34)

(35)

(36)

(37
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1
=5, (G(p, Jzy) = BuG(p, Iwy))

Furthermore, by Lemma 2.14, we notice that

&> Wn)

IA I

IA

IA

<

A, Wi, W)
G(p,Jw,) = G(p,JJ., wy)
G(p,Jw,) — G(p, Ju,)
1
G(p,Jwy) — W(G(p, Jz0) = BuG(p, Iwy))
1

(G(p, Jwn) = G(p, Jzn))

1 -8,
2 2
n - n -2(p, n — JZn

= (1P =l IF <20, = J2)

1
1 w17 = 1l 20 1P +2Kp, Jwy = J2a)])

_Bn

1

-5 (Al wn =20 DA wo + 20 D+ 200 p Il Twn = Jza 1)

Since lim inf(1 — 3,) > 0, using (29) and (30), we conclude that

Now, by Lemma 2.4, we have

lim ¢(u,, w,) = 0.

lim || wy — iy [|= 0.
n—oo

Since J is uniformly norm-to- norm continuous on bounded subsets of E, we obtain

lim || Jw, — Ju, ||= 0.

Also, using (19) and (40) we obtain u, — X (as n — o).

Now, from r,, > a, u, = J, w, and by (41), we have

Hence

tim | S, w |
n—oo

1
lim — || Jw, — Ju, ||= 0.
n—oor,

1
lim — || Jw, = JJ, wy ||

n—oo 1y,

1
lim — ” JWn - J/Jn ”

n—oof,

= 0.
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(38)

(39)

(40)

(41)

42)

Since {x,} is bounded, there exists a subsequence {x,,,} of {x,} such that x,,, — % as m — oco. Furthermore, it follows
from (18), (27), (34), and (40) that w,,, — %, z,, — X, u,, — X, and u,, — X (as m — oo0) respectively. By the fact
that S is monotone and (w, @w*) € §, it follows from Lemma 2.13 that

(@~ ftp,,, @ =8, Wn,) 20, Vn20.
43
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Taking the limit as m — co, we obtain (@ — %, @") > 0. By the maximality of S, we have
zeso.
Next, we show that X € GMEP(Y, @, ¢). Since z, = T, u,, It follows from (37) and r > a that
tim | 22 43)
n—co T

From z, = T}, u,, we get
1
Lz y) + = = 2n Jzn = Jup) 2 0,Vy € C.
I'n
Replacing n by n,,, it follows from (L,) that

1
_<y — 2y JZn,,, - Junm> > —F(an, y) > r(y, Zn,,,), Vy eC. (44)

n

Letting m — oo in (44) and by (L4), we get
I'y,%)<0,¥yeC.

For A with0 < 4 < 1,and y € C, assume that y; = Ay + (1 — A)X. Sincey € C and % € C, we get that y; € C and
I'ya, %) <0,¥yeC.
By (L;) and (L3), we have

0 = TOhwy
< ATGLY) + (1 =D, %)
< AT Gas, y).

Dividing by 4, we get
I'yy,y) >20,¥VyeC.
Letting A — oo and by (L3), we conclude that
I'x,y)>0,VyeC.

This implies that X € GMEP(Y, @, ¢). Hence & € Q.
Next, we show that £ = H’;xo. Setting t* = Héxo, and by Lemma 2.10, it follows that H’;xo is single valued. From the

fact that x,, = H‘éxo and Q c C,, we have
G(xn, Jx0) < G(t*, Jx0)

Also, from the definition of G and f, we have that for each x, G(y, Jx) is convex and lower semi continuous with
respect to y. Now from the fact that norm is weakly lower semi continuous, we get

G(&, Jx,) | & 1% =2¢%, Jxo) + lIxoll* + 207 (%)

< liminf( | x, I? =2, Jx0) + Ix%oll* + 20/ (x,))
< liminfG(x,,, Jxo)
< G, Jx) (45)
But
G(t", Jxp) < G(z,Jx)), Yz € Q (46)
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Therefore, G(X, Jx¢) = G(t*, Jxo). Now, from the uniqueness of H’;xo, we have & = ¢*. Finally, we show that x,, — X
(as n — o0). It follows from (45) and (46) that

lim G(x,,,, Jxo) = limG(%, Jxo)
n—oo n—oo

Thus, || x,, |[—Il % ||, as m — oco. Since x,, — X (as m — o0), it follows from Lemma 2.12 that x,,, — X (as

m — o). Hence x, — ngo. This completes the proof.

Corollary 3.2. Let E be a uniformly smooth and uniformly convex real Banach space and C be a nonempty closed
and convex subset of E. Let ¥ : C X C — R be a bi function which satisfies conditions (L) — (Ly), ® : C — E*
be continuous and monotone, and ¢ : C — R be a lower semi-continuous and convex function. Let f : E — R
be a convex and lower semicontinuous mapping with C C int(D(f)), where D(f) is the domain of f. Let S C E X E*
be a maximal monotone operator satisfying D(S) € C and J,, = (J + r,S) U, for all v, > 0. Assume that Q =
GMEP(Y,D,p) N S0 £ 0. Let {x,} be a sequence generated by

xo€Cy=E;

U, = J’l(ﬂn.]xn + (1 _ﬁn)JJr,,xn);

2z, € C such that ¥(z,,,y) + {Dz,,y — z,) + ©(¥) — ©(z,,)
1

+—(y = 2p, J20 = Jun) 2 0,Vy € C,
P

n

Cri1 ={z2€C,: G(z,Jzy) < G(Z» Jx.)}
Xxo, Yn € RU{0}

-1
x’l+1 - HC»HI

where B, is a sequence in [0, 1], and {r,} C [a, o) for some a > 0. Assume that liminf(1 — 8,) > 0 and limr, = oo.

The sequence {x,} converges strongly to ngo, where H{z is the generalized f- projection of E onto Q.

Corollary 3.3. Let E be a uniformly smooth and uniformly convex real Banach space and C be a nonempty closed
and convex subset of E. Let f : E — R be a convex and lower semicontinuous mapping with C C int(D(f)), where
D(f) is the domain of f. Let S C E X E* be a maximal monotone operator satisfying D(S) C C and J,, = (J +r,S A
forall r, > 0. Assume that S~'0 # 0. Let {x,} be a sequence generated by

x0€Cy=E;

Wn = Xn + &n(Xy — Xp-1);

Up = ]_l(ﬁnjwn + (1 _ﬁn)JJr,,Wn);
Cu1 =1{z2€ Cp: G(z,Jzn) < G(z, W)}

Xpel = Hjccmxo, Vn € RU{0}

where a,, C (0,1), B, is a sequence in [0, 1], and {r,} C [a, o) for some a > 0. Assume that liminf(1 — 3,) > 0 and

limr, = co. The sequence {x,} converges strongly to Hg,l X0, where Hg is the generalized f- projection of E onto Q.
n—oo

Corollary 3.4. Let E be a uniformly smooth and uniformly convex real Banach space and C be a nonempty closed
and convex subset of E. Let S C E x E* be a maximal monotone operator satisfying D(S) c C and J,, = (J +r,5)™"J,
forall r, > 0. Assume that S~'0 # 0. Let {x,} be a sequence generated by

xo€Co=EL;

Wy = X + @p(Xy — X,1);

Uy = Jﬁl(ﬂn-""’n + (1 _,Bn)JJr,,Wn);
Co1 ={z€ Cp 1 §(2,20) < Pz, wa)hs
Xps1 = e x9, Yn € RU {0}

n+l1

where a,, C (0,1), B, is a sequence in [0, 1], and {r,} C [a, o) for some a > 0. Assume that liminf(1 — 3,) > 0 and

limr, = co. The sequence {x,} converges strongly to llg-19xg, where Il is the generalized projection of E onto Q.
n—oo
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4. Application

In this section, we present some applications of theorem 3.1 as follows:

4.1. Maximal monotone operator and system of equilibrium problems.

By setting @ = 0, ¢ = 0 in theorem 3.1, the sequence defined in theorem 3.1 converges strongly to ngo, where
Q := EP(¥) N S~'0 and EP(¥) is the set of solution of the equilibrium problem for P

4.2. Maximal monotone operator and system of convex optimization problems.

By setting ¥ = 0, ® = 0 in theorem 3.1, the sequence defined in theorem 3.1 converges strongly to ngo, where
Q := CMP(¢) N S~'0 and CMP(p) is the set of solution of the convex optimization problem for ¢.

4.3. Maximal monotone operator and system of variational inequalities problems.

By setting ¥ = 0, ¢ = 0 in theorem 3.1, the sequence defined in theorem 3.1 converges strongly to Héxo, where
Q := VIP(C,®) N S~'0 and VIP(C, ®) is the set of solution of variational inequality problem for ® over C.

5. Conclusion

Theorem 9 improves the result of Siwaporn Saewan [23]. Since our result involved maximal monotone operator and
generalized mixed equilibrium problems as against only maximal monotone operator. Also, our iterative scheme
incoorperates inertial term that speed the convergence rate of iterative sequence. Furthermore, this work improves the
work of Chidume et al. [5] by incoorperating the system of generalized mixed equilibrium problems in the iterative
scheme and also extends the work from generalized projection to generalized f- projection. Because of the slight
modification of the iterative scheme by incoorperating the inertial term, our result in this paper extends the work
of Siwaporn and kumam [20] from the system of generalized Kly Fan inequality to the system generalized mixed
equilibrium problems. We apply this result to the system of equilibrium problems, convex optimization problems
and variational inequality problems in Banach spaces. Finally, our theorem improves and extends the main results of
Siwaporn Saewan [23], Chidume et al. [5], and Siwaporn and kumam [20] and many results in the literature.
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